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§1 PRELIMINARIES ON TOPOLOGICAL VECTOR SPACES

LEMMA 1.1 (RIESZ LEMMA). Let X be a normed linear space and Y C X a proper closed
subspace. Then, for every 0 < a < 1, there is an x € X\ Y such that ||x|| = 1 and
dist(x,Y) > a.

§2 COMPLETENESS ARGUMENTS

THEOREM 2.1 (RUDIN, EXERCISE 4.26). Let X and Y be Banach spaces. The set of all
surjective bounded linear operators in #(X,Y) forms an open subset.

Proof. Let T : X — Y be a surjective linear operator. By the open mapping theorem,
there is an r > 0 such that By(0,2r) C T (Bx(0,1)). If 0 # y € Y, then Hry_yl\ € By(0,2r),

consequently, there is an ¥’ € X with ||x’|| < 1 and Tx' = ﬁ, thus, x = @x’ maps to y

under T. Note that ||x|| < HLrH For the sake of brevity, let t = 1/7.

Let 6 = 5» > 0and S € #(X,Y) such that [T — S|| < 6. We shall show that S is
surjective, for which, it would suffice to show that the image of S contains the unit ball of
Y. Indeed, let yp € Y with ||yp|| < 1. Choose an xg € X such that ||xo|| < t and Txg = ypo.
Setting y; = yo — Sxp, we have

ly1ll = (T = S)xol| < ét.

Again, choose x; € X such that Tx; = y; and [[x1]| <]y || = 6%, Setting y> = y1 — Sx,
we have
y2ll = (T = S)x1|| < 6°#

and so on. We have thus constructed two sequences (x),>0 and (¥, )n>0 such that
o Tx, = Yn,
® Ypu+1 =Yn — Sxy forn >0, and

o ||xn| < 6"t and ||y, || < 5"

(o] (o]
Let x = ) x,, which converges since ) _ ||x,|| does. Hence,
n=0 n=0

n—o00

n (o)
Sx = lim ZSxi = Zyi — Vi1 = Yo,
i=0 i=0

thereby completing the proof. |



§3 THE HAHN-BANACH THEOREMS

LEMMA 3.1 (DOMINATED EXTENSION THEOREM). Let X be a real vector space with a
subspace M. Suppose p : X — R satisfies

p(x+y) <p(x)+ply) and p(tx) =tp(x) Vx,yeM, vt=0.

Let f : X — R be a linear functional such that f(x) < p(x) for all x € M. Then, there is a
linear functional A : X — R such that Ax = f(x) for all x € M and

—p(—x) < Ax < p(x) VxeX.

Proof. If M = X, then there is nothing to prove. Suppose now that M is a proper subspace
of X and choose x; € X \ M. For x,y € M, we have

f)+fy)=flx+y) <plx+y) <plx—x1) +ply+x1),
and hence,
fx) =plx—x1) < —f(y) +ply+x1) Vx,ye M.

Let a denote the supremum of the left hand side in the above inequality as x ranges over
M. Note that « is finite as the left hand side is always bounded above by p(x;). Let
M; = M + Rx; and define f; : M; — R by

fl(m + /\xl) = f(T’H) + /\IX,'

in particular, f1(x1) = a. Note that for A # 0,

fi(m + Axi) = Al fi(IA] "' + sgn(A)x1)
= |ALf(IA 7 m) + Aa

<AL (PUAI T m + sgn(A)x1) — sgn(A)a)
= p(m+ Axy).

This furnishes an extension f; : M; — R such that f(y) < p(y) for all y € M;. One can
then extend this, using Zorn’s Lemma, to A : X — R such that Ax < p(x) forall x € X.
We then have

—p(=x) < —A(=x) = Ax < p(x),

thereby commpleting the proof. |

THEOREM 3.2 (HAHN-BANACH EXTENSION THEOREM). Let M be a subspace of a vector
space (real or complex) X, p a semi-norm on X, and f a linear functional on M such that
|f(x)] < p(x) for all x € M. Then f extends to a linear functional A on X satisfying
|Ax| < p(x) forall x € X.



Proof. Suppose first that the field of scalars is R. Due to the preceding lemma, f can be
extended to A : X — R satisfying

—p(x) = —p(—x) < Ax < p(x) VxeX,

thatis, |Ax| < p(x).
Next, suppose the field of scalars is C. Let u = Rf. Due to the first part of the proof,
u can be extended to a linear functional U : X — R satisfying |Ux| < p(x) for all x € X.
Define A : X — C by
Ax =u(x) —iu(ix) Vx e X.

We contend that A is the desired functional. Let x € X and choose an « € C with |a| =1
such that a Ax = |Ax|. Hence,

|Ax| = aAx = A(ax) = U(ax) < p(ax) = p(x).

N J

because LHS €R>

This completes the proof. |

COROLLARY. Let X be a normed linear space and M a subspace of X. Suppose f : M — K
is a bounded linear functional, then there exists a bounded linear functional A : X — K

extending f. Further, || f|| = || A||
Proof. Invoke the preceding result with p(x) = || f||[|x]|- I [

THEOREM 3.3 (HAHN-BANACH SEPARATION THEOREM). Suppose A and B are disjoint
convex subsets of a topological vector space X.

(a) If Aisopen, there exist A € X* and y € R such that

RAx <y <RAy Vxe A, yeB.

(b) If Aiscompact, Bis closed, and X is locally convex, there exist A € X* and 1,72 € R
such that
RAx <7 <1 <RAy Vxe A yeB.

Proof. We first prove this theorem when the scalar field is assumed to be R.

(a) Fix points ap € A, by € B. Set xg = by — ag and C = A — B + x¢. Then, C is a convex
neighborhood of 0 in X, and thus, admits a Minkowski functional, p : X — R which
is subadditive and p(tx) = tp(x) for all t > 0. Further, since ANB = @, xo ¢ C,
whence p(xg) > 1.

Define a linear functional f : Rxg — R by f(Axy) = A and using the Dominated
Extension Theorem, extend this to a functional A : X — R such that

—p(—x) < Ax < p(x) VxeX.



Let D = C N (—C), which is a symmetric convex neighborhood of the origin. For any
x € D, it s easy to see that p(x) < 1, whence

—1< —p(—x) S Ax<p(x) <1,

and hence, A is a continuous linear functional.

Now, fora € Aand b € B,
Aa—Ab=ANa—-b)=Aa—b+x)—-1<pla—b+x)—-1<0,

sincea — b+ xp € C. Hence, Aa < Ab for every a € A and b € B. Finally, since A(A)
and A(B) are disjoint convex subsets of R, both must be intervals with the former to
the left of the latter. Further, since the former is an open subset of IR, we immediately
obtain the desired conclusion.

(b) There is a convex, balanced neighborhood V of the origin in X such that (A + V)N
(B+V)=0@. Set C = A+ V, which is a convex open subset of X, disjoint from B.
Due to part (a), there is a linear functional A such that A(C) is to the left of A(B) and
A(A) sits as a compact interval inside A(C). The conclusion now is immediate.

We now suppose that the field of scalars is C; whence X is also a topological R-vector
space. In both parts (a) and (b), we were able to obtain an R-linear functional, continuous
on X when viewed as a R-TVS and separating the two sets as desired. Define the C-linear
functional Ax = u(x) — iu(ix) and note that this has the desired separation properties
too. |

COROLLARY. If X is an LCTVS, then X* separates points on X.
Proof. Let p,q € X. Use Theorem 3.3 (b) with A = {p} and B = {g}. [

THEOREM 3.4. Let M be a proper closed subspace of a locally convex topological vector
space, and xyp € X \ M. There exists a linear functional A € X* such that Axp = 1 and
Ax =0forall x € M.

Proof. Using Theorem 3.3(b) with A = {x¢} and B = M, thereisa A € X* and 71,72 € R
such that
RAxg <711 <71 <RAy Vye M.

Since A(0) = 0 and 0 € M, we must have that Axy # 0. Further, since Ay € M for every
A € K, the only way R(AAy) > 7, for every A € K is if A vanishes on M. Dividing A by
Axp, we have our desired conclusion. [ |

COROLLARY. Let X be an LCTVS and M C X a subspace. Suppose f : M — Kis a
continuous linear functional, then there isa A € X* such that Ay = f.

Proof. u



§4 WEAK AND WEAK”* TOPOLOGIES

LEMMA 4.1. Let X be a K-vector space and Ay, ..., A, A be linear functionals on X and
set
N={xeX: Aix=0, V1 <i<n}

The following are equivalent:

(a) There are scalars ay, ..., a, € K such that

A:“1A1+"'+lann.

(b) There exists 0 < v < oo such that

|Ax| <y max |Ajx| Vx e X.
<i<

\l\

(c) Ax =0 forevery x € N.

Proof. (a) = (b) = (c) is trivial. It remains to show that (c) = (a). Consider the
map @ : X — K" given by
d(x) = (A1x, ..., Ayx)

and let Y C K" be its image. Define ¥ : Y — K by
Y (®(x)) = Ax.

That this is well-defined follows from the fact that N C ker A. Since we are in a finite-
dimensional space, the map Y can be extended to a linear map ¥ : K" — K, which must
be of the form

(yll- . /yn) = oy + -+ anYne
It then follows that A = a1 A1 + - - - + a, Ay, [

DEFINITION 4.2. Let X be a set and
F = {f X = Yf}

a collection of functions. The .#-topology on X is defined to be the coarsest topology such
that every f € .# is continuous.
The set .% is said to separate points if for each pair p # g in X, thereis an f € . such

that f(p) # f(4)-

REMARK 4.3. The .#-topology is more explicitly the topology generated by
{f~'(U): U C Ysisopen, f € F}.

PROPOSITION 4.4. If .7 is a separating family of functions on a space X, and each Yy is
Hausdorff, then the .7 -topology on X is Hausdorff.



Proof. Let p # g be points in X and choose f € .% such that f(p) # f(gq). Then, there
are disjoint neighborhoods U and V of f(p) and f(q) respectively in Y. Since each
f is continuous, f~}(U) and f~!(V) are disjoint neighborhoods of p and g in the .%-
topology. |

PROPOSITION 4.5. If X is a compact topological space and .# is a countable family of
continuous separating real-valued functions on X, then X is metrizable.

Proof. Let .# = {f,: n > 1}. We may suppose without loss of generality that || f|lc < 1
for each f € .#. It is not hard to check that the functiond : X x X — R given by

A(x,y) = i 2 fulx) — Ful)

is a metric inducing the topology on X. u

THEOREM 4.6. Let X be a K-vector space and X' a vector space of linear functionals on X
that separates points. The X’-topology T’ on X makes it a locally convex topological vector
space whose dual is X'.

Proof. Due to Proposition 4.4, T/ is Hausdorff. Note that the topology is generated by the
set
{A71(U): A € X/, U C K is open}.

Hence, a base for the topology is given by finite intersections of elements of the above
form. Thus, is generated by intersections of the form

ATHUD) NN A (Un),

where Uy, ..., U, C K are open sets. It immediately follows that this base is translation
invariant whence, the entire topology is translation invariant. A local base at 0 is given by
open sets of the above form, such that 0 € U; for 1 < i < n. We can further refine this local
base by choosing open sets of the form

V(A1 ..., Apse1,...,en) = {x € X: |Ajx| <¢, 1 <i<n}.

Further, from this description, it is not hard to see that aV is a basic open set whenever
« > 0 and V a basic open set.

Now that we have established a local base for T/, we show that (X, ') is indeed a
topological vector space. That 7’ is locally convex immediately follows from the above
description of a local base. Next, we show that addition is continuous, for which it suffices
to show continuity at (0,0) € X x X. Let U be a neighborhood of 0 in X, then U contains a
basic open set V of the above form. Since %V + %V C V, we see that addition is continuous.

To see that scalar multiplication is continuous, let x € X, « € K and x + V a neigh-
borhood of x. We may suppose that V is a basic open set of the above form. Since V
is absorbing, there is an s > 0 such that x € sV. Choose r sufficiently small so that
r(r+s)+rja| < 1. Then,ify € x+rV,and | —a| <,

By—ax=(PB—a)y+aly—x)cr(r+s)V+|ajrVCV,

7



since y € (r +s)V. Hence, scalar multiplication is continuous and (X, 7’) is a locally
convex topological vector space.

Finally, let A be a continuous linear functional on X and consider a basic open set
V(Ay,...,An€1,...,€,) such that |Ax| < 1on V. Thus, there is a y > 0 such that

Ax| < 7y max |A;x

Ax] < 7 max [ A
whence, A is a linear combination of the A;. [ |
DEFINITION 4.7. Let X be a topological vector space whose dual X* separates points on X

(this is true in particular for locally convex TVSs). Then the X*-topology on X is called the
weak topology and is denoted by (X, T,) or Xy.

Obviously the weak topology is coarser than the original topology. A set E C X is
said to be weakly bounded if it is bounded in the weak topology. Similarly, a sequence (x,)
is said to be weakly convergent to x if it converges in the weak topology. Since the weak
topology is Hausdorff, the limit of any weakly convergent sequence is unique.

PROPOSITION 4.8. Let X be a topological vector space on which X* separates points. Then
(a) Xy is a locally convex topological vector space.
(b) A set E C X is weakly bounded if and only if every A € X* is bounded on E.
(c) A sequence (x,) is weakly convergent to x if and only if Ax, — Ax for every A € X*.
Proof. All three assertions are trivial. |

PROPOSITION 4.9. Let X be a locally convex topological vector space and E C X a convex
subset. Then the weak closure E;, is the same as the original closure E.

Proof. Since the weak topology is coarser than the original topology, E C E,. Now, let
xo € X\ E. Due to the Hahn-Banach Separation Theorem, there is an A € X* and
71, 72 € R such that

RAxg <71 <712 <RAy Vye€EDE.

Thus, there is a weak neighborhood of x( not intersecting E, consequently, xo ¢ E. This
completes the proof. |

THEOREM 4.10. Suppose X is an infinite-dimensional normed linear space. Then the weak
topology on X is not metrizable.

Proof. We shall show that the weak topology (X, w) is not first-countable whence the
conclusion would follow. Suppose not, then there is a local base {U}, } at 0. For each n > 1,
there is a finite subset F, C X* and ¢,, > 0 such that

Vo ={x€ X:|f(x)| <en Vf €F,}.
We contend that
X* = | span(F,).

n=1

8



Indeed, let ¢ € X* and
U={xeX:|g(x)] <1}
There is an index n > 1 such that V,, C U. Now, if x isin () ker f, then so is Ax for
feF,
every A € K, consequently, Ax € V,, and hence, |A||g(x)| < 1 for every A € K. This forces
g(x) =0, that is,

ﬂ ker f C kerg,
feF,

which, in light of Lemma 4.1 gives ¢ € span(F,), proving our claim.
It follows that X* has at most countable dimension and since X is infinite-dimensional,
so is X*, but this is absurd, since X* is a Banach space. [ |

DEFINITION 4.11. Let X be a topological vector space and X*. The evaluation functionals
induced by X form a separating vector space of functionals. The X-topology induced on
X* by these functionals is called the weak* topology.

THEOREM 4.12 (BANACH-ALAOGLU). Let X be a topological vector space and V a neigh-
borhood of 0. The polar of V:

K={A€X*: |Ax|<1, Vx €V} CX*
is weak*-compact.

Proof. Since V is a neighborhood of the origin, it is absorbing and hence, for each x € X,
there is y(x) > 0 such that x € ¢(x)V. For x € V, choose y(x) < 1. Let D, denote the
compact set

Dy ={zeK:|z| <7(x)}, €

and

P=1]]Dx

xeX

which is compact due to Tychonoft’s Theorem. Further, for each A € K and x € X, since
x/v(x) € V, we have |Ax| < |y(x)|, consequently, the element (Ax)cx is an element of
P. Thus, we can identify K with a subset of P. Henceforth, we shall denote elements of P
as functions f : X — K. We shall show that:

(i) the subspace topology K inherits from P and the weak*-topology on K are the same,
(ii) with respect to the subspace topology, K is closed in P;

whence it follows that K is compact.
Let Ag € K and consider a basic open set in the weak*-topology centered at A of the
form
W = {A e X*: ]Axi—oni| <eg 1 <z<n}

In the product topology on P, the following set is open
V= {fE P: |f(xl) —oni’ <eg 1 ézgn}

9



It is not hard to see that W N K = V N K. This shows that the subspace topology induced
on K by the product topology is finer than that induced by the weak*-topology.

On the other hand, choose any open set in the product topology in P intersecting K and
choose an element A in the intersection. The aforementioned open set contains one of the
form V as above and since W N K = V N K, we see that the weak*-topology is finer than
the subspace topology. This shows that the two topologies are the same.

Finally, we must show that K is closed in P. Let fy € K, x,y € X and a, 8 € K. We
contend that fo(ax + By) = afo(x) + Bfo(y). Lete > 0 and

V={feP:|f(z) - folz)| <& z e {xyax+py}}.
There is some f € KN V. Then,

|[folax + By) —af(x) = Bf(y)] <
|folax + By) — f(ax + By)| + af(x) — afo(x)| + |Bf(y) — Bfo(y)|
< (|a] + B + 1)e.

Since the above inequality holds for all ¢ > 0, we have that fj is linear. Further, by
construction, fp is bounded by 1 on V, since y(x) < 1 for all x € V and hence, fp € X*. It
follows that fp € K and hence, K is closed in P, thereby completing the proof. u

PROPOSITION 4.13 (RUDIN, EXERCISE 3.11). Let X be an infinite dimensional Fréchet
space. Then X* with the weak*-topology is of the first category in itself.

Proof. Let V, = B(0,1/n) C X and let K, denote their respective polars, that is

Ky ={A € X*: |[Ax| <1, Vx € V,,).

First, we claim that X* = U Ky. Indeed, for any A € X*, note that the open set
n=1
A~1(Bk(0,1)) contains some V;, and hence, A € K,,.

It remains to now show that these have empty interior. Indeed, suppose Ky has
nonempty interior for some N € IN. Since Ky is convex, symmetric, so is its interior. Thus,
we have that 0 lies in the interior of K. As a result, thereisane > 0and xq1,...,x, € X
such that

W={AeX":|Axj| <e 1<i<n}CKy.

Since Ky is compact, it is bounded and hence, so is W. But since X* is infinite-dimensional
too, so is ﬂle kerev,, € W which is contained in a bounded set, whence, must be the
trivial subspace.

Next, for any x € X, note that

n
ﬂ kerevy, = {0} C kerevy,
i=1

thus x is a linear combination of the x;’s, that is, X is finite-dimensional, a contradiction.
This completes the proof. |
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8§ The Krein-Milman Theorem

DEFINITION 4.14. A subset E of a topological vector space X is said to be totally bounded if
to every neighborhood V of 0 in X corresponds a finite set F such that E C F 4 V.

REMARK 4.15. Note that we can require that F C E. Indeed, let V be a neighborhood of
0 and choose a neighborhood W of 0 such that W + W C V. There is a finite set F C X
such that E C F+ W. For each f € F such that (f + W) N E # @, choose some ¢ in the
intersection. For any w € W, wehave f +w—e = (f —e) +w € W+ W C V. Hence,
f+ W C e+ V. The collection of all such e’s, say F is such that E C F+W

THEOREM 4.16. (a) If Ay,..., A, are compact convex sets in a topological vector space
X, then co(A1 U ---U Ay) is compact.

(b) If X isan LCTVS and E C X is totally bounded, then co(E) is totally bounded.
(c) If X is a Fréchet space and K C X is compact, then ¢o(X) is compact.
Proof. (a) Let
A={(s1,...,sn) €ER": 594+ --+s,=1,5>20V1 <i<n}.
Let A= Aj; x---x A, and define themap f : A x A — X by
f(s,a) =s1a1 + - - + Span.
This is a continuous map since addition and scalar multiplication are continuous on

X.PutK = f(S x A). Then, K is compact and is contained in co(A; U --- U A,).

We shall show that K = co(A; U---U A,), for which is suffices to show that K is
convex (since each A; is contained in K). Indeed, let «, § > 0 with a« 4+ 8 = 1. Then,
for (s,a),(t,b) € S x A, we have

n n n 1. t'b'
w) siai+ B Y tibi =Y (as;+ pt;) wzf(u,c),
i=1 i=1 i=1 as; + Pt;

where u = as + Bt and

as;a; + Bt;b;
— Y1 [3 vl E Al,
as; + Bt;
and we are done.

(b) Let U be a neighborhood of 0 in X and choose a convex, balanced neighborhood V of
0in X such that V + V C U. There is a finite set F C X such that E C F + V, whence
E C co(F) + V. Since the latter is convex, we have co(E) C co(F) 4+ V.

Due to part (a), co(F) is compact. The collection {f + V: f € co(F)} is an open
cover of co(F) and hence, admits a finite subcover, co(F) C F; + V for some F; C X.

Therefore,
c(E)CHR+V+VCF+U,

that is, co(E) is totally bounded.

11



(c) Due to part (b), co(K) is totally bounded. Thus, its closure is totally bounded and
complete, whence compact. |

LEMMA 4.17 (CARATHEODORY). If E C IR” and x € co(E), then x lies in the convex hull
of of some subset of E which contains at most n 4- 1 points.

k+1

Proof. We shall show that if k > n and x = Z tix; is a convex combination for some
i=1

x; € R", then x is a convex combination of some k of these vectors. This is enough to prove

the statement of the theorem.
We may suppose without loss of generality that ; > 0 for 1 < i < k + 1. Consider the
linear map R¥! — R"*! given by

k+1 k+1
(al,...,akH) — Za,-xi,Zai .
i=1 i=1

The kernel of this map must be nontrivial and hence, there exists (a1,...,a511) € RA+1
with some a; # 0, so that Zi-““ll a;x; = 0 and Zfﬂl a; = 0. Set

t.
Al = min —,
1<i<k+1 |ag]

which is finite, since a; # 0 for some 1 < i < k + 1. Choose the sign of A so that Aaj = Aj
forsomel < j < k+1.Setc; =t; — Aa; > 0. Then,

k+1 k+1 k+1

Z Cix; = Z tix; — A Z aix, =X,
i=1 i=1 i=1

and
k+1 k+1 k+1

Zci: Zti_/\zaizl'
i=1 i=1 i=1

Note that ;=0 and hence, we have written x as a convex combination of some k of the
xi’s. |

PROPOSITION 4.18. If K C R" is compact, then so is co(K).

Proof. Let
A={(s1,...,5n01) ER™ 514+ . 45,1 =1,5>0V1<i<n+1}.

Due to Carathéodory’s lemma, it follows that x € co(K) if and only if x is a linear
combination of some 7 + 1 elements of K. Thus, the map A x K"*! — R" given by

(i’, X1, .. .,an) = x4+ 1 X

is continuous and its image is co(K). This completes the proof. |
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DEFINITION 4.19. Let X be a K-vector space and K C X. A non-empty set S C K is
called an extreme set of K if whenever x,y € K, 0 < t < 1 such that (1 —#)x + ty € S, then
x,y €8S.

The extreme points of K are the extreme sets that are singletons. The set of all extreme
points of K is denoted by E(K).

LEMMA 4.20. Let X be a topological vector space on which X* separates points. Suppose
A, B are disjoint, nonempty, compact, convex sets in X. Then there exists A € X* such that

sup RAx < inf RAy.
x€A yeB

Proof. Topologize X with the weak topology, which is coarser than the original topology,
and hence, A, B are compact. Now, use the Hahn-Banach separation theorem and the fact
that (Xy)* = X*. [

THEOREM 4.21 (KREIN-MILMAN). Let X be a topological vector space on which X*
separates points. If K C X is a nonempty compact convex set in X, then K = ¢o(E(K)).

Proof. Let & denote the poset of all nonemtpy compact extreme sets of K ordered by
inclusion. Note that & is nonempty, since K € &. We make the following two observations
about #:

(a) If S # @, is an intersection of elements of &, then S € .

b) IfSe ZAe X and y = max RAx, then
xe
Sa={xeS: RAx=pu} e 2.

Observation (a) is obvious. As for (b), first note that S is closed in S, and hence, in K, thus,
is compact. Now, suppose x,y € Kand t > O such thattx + (1 —t)y € Sy C S. Since S is
an extreme set of K, x,y € S, consequently, ®Ax, RAy < p and

p=RA(x+(1-t)y) <tp+ (1 —-t)u=4y,

whence x,y € Sp, thereby proving (b).

Choose some S € & and let &’ be the sub-poset of all members of & that are contained
in S. Let ) be a maximal chain in &’ and let M denote the intersection of all elements of
Q). Since () has the finite intersection property and all sets in () are compact, M # @ and
is compact.

We contend that M is a singleton. Indeed, since My C M, due to the minimality of M,
we must have that My = M for every A € X*. Thatis, RA(x —y) =0forallx,y € M
and A € X*. Since X* separates points on X, we must have that x —y = 0, thatis, Misa
singleton.

We have therefore proved that E(K) NS # @ for every S € &. Now, since K is convex,
Cco(E(K)) C K, consequently, the former is compact. Suppose now that there is some
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xg € K\ Co(E(K)). Applying the preceding lemma with B = {xp} and A = ¢o(E(K)),
thereisa A € X* such that
RAxo > sup RAy.
y€co(E(K))

Then, Kp € & and is disjoint from ¢o(E(K)), a contradiction. Thus, co(E(K)) = K, thereby
completing the proof. |

§5 DUALITY IN BANACH SPACES

Throughout this section, for a normed linear space X, we use x* to denote the elements of
its dual X*. Further, there is a natural pairing

(,): XxX"—>K (x,x") = x*(x).

DEFINITION 5.1. Suppose X is a Banach space, M is a subspace of X, and N is a subspace
of X*. Their annihilators M+ and * N are defined as follows

Mt = {x* € X*: (x,x*) = 0forall x € M}
LN ={xeX: (x,x*) =0forall x* € N}.

Obviously, M+ is weak*-closed in X* and * N is norm-closed in X.

THEOREM 5.2. Let X be a normed linear space, M a subspace of X and N a subspace of
X*.

(@) +(M4) is the norm-closure of M in X.
(b) (+N)* is the weak*-closure of N in X*.

Proof. Obviously M C 1 (ML), and the latter is norm closed in X, and hence contains the
norm closure of M. On the other hand, if x is not in the norm closure of M, then due to
the Hahn-Banach theorem, there is an x* € X* such that (x, x*) # 0 but x* vanishes on M.
Hence, x ¢ +(M™1).

Simiarly, N is contained in (LN ) L which is weak*-closed, therefore contains the weak*-
closure of N. On the other hand, if x* is not in the weak*-closure of N, using the fact that
X* is locally convex under the weak*-topology, there is a continuous linear functional
A X* — K (wr.t. the weak*-topology) that vanishes on N but not x*. But A = ev, for
some x € X and since A vanishes on N, we have that x € *N. Therefore, x ¢ (*N)*. B

THEOREM 5.3. Suppose X and Y are normed linear spaces, and T € #(X,Y). Then
N(T*)=2(T): and A (T)=12(T").
Proof. The proof is quite straightforward.

y e N/N(T) <= Ty" =0 < (x,T'y")VxeX
— (Tx,y") =0Vx € X < y* c Z(T)".
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Similarly,
xeN(T) <= Tx=0 < (Tx,y*) =0Vy" € X*
— (x, T'y") =0Vy* € X* <= x € 12(T").
This completes the proof. |
COROLLARY. Let T € #(X,Y) where X and Y are normed linear spaces.
(@) A (T*) is weak*-closed in Y*.
(b) Z(T) is dense in Y if and only if T* is injective.
(c) T is injective if and only if Z(T*) is weak*-dense in X*.
Proof. All three follow immediately from Hahn-Banach and the preceding result. u

THEOREM 5.4. Let U and V be the open unit balls in the Banach spaces X and Y respec-
tively. If T € #A(X,Y), the following are equivalent:

(a) Thereisad > 0such that | T*y*|| > d||y*|| for every y* € Y*.
(b) T(U) 2 6V
(@ T(U) 246V
d) T(X) =Y.

Proof. Suppose (a) holds and chooe yo ¢ T(U). Using the Hahn-Banach separation

theorem, choose a y* € Y* such that |(y,y*)| < 1 for every y € T(U), but |(yo, y*)| > 1.
Thus, if x € U, then we have

[(x, T"y*) [ = [(Tx,y")| <1

Thus || T*y*|| < 1, whence it follows from (a) that

lyoll = llyollIT*y*[I = dllyolllly™Il = 6l{yo, )| > 6.

Consequently, if ||y| < 4, theny € T(U), as desired.

Next, suppose (b) holds. Replacing T by 6T, we may suppose that § = 1, that is,
V C T(U), whence V C T(U). If y € Y is non-zero, and ¢ > 0, then y/||y|| € V, and we
can find an xp € U such that ||Txo — y/||y|||| < €/]|y||, therefore, there is an x € X with
Il < lly| such that || Tx — y]| < e

We shall now show that V C T(U). Pick some y € V and set y; = y. Choose a sequence
(€,) of positive reals such that

Y oen <1yl
n=1

15



We shall now define two sequences (x,) and (y,). Let n > 1 and suppose y, has been
chosen. Then there is an x,, € X such that ||x,|| < ||ly«|| and ||yn — Txn|| < €. Set

Yn+1 ==yn-—'Txn-

Note that forn > 1,
[xns1 ]l < l[ynsall < en,

according to our construction. Hence, the sequence (x,) is absolutely summable and since
we are in a Banach space, it is summable. It follows that

o
]l == ||} xn
n=1

s (o]
<L lxll < lxall+ ) en <1,
n=1 n=1

since ||x1|| < ||y1]|- Consequently, x € U, and

N 00
Tx= lim Y} Tx,= lm Y yu—yus1 =11 =y,
n=1 N=eoy 5

N—oo —

as desired.

If (c) holds, then using the fact that V is absorbing in Y, it is immediate that T is
surjective.

Finally, suppose (d) holds. Due to the open mapping theorem, there is a § > 0 such
that 6V C T(U). Hence

I T*y* || = sup {|(x, T*y*)|: x € U}
= sup {[(Tx,y")|: x € U}
= sup {[(y,y")|: y €6V}
=dsup {[{y,y")|: y € V} =5yl

This completes the proof. |

THEOREM 5.5 (CLOSED RANGE THEOREM). If X and Y are Banach spaces and T &
A(X,Y), then the following are equivalent:

(a) #(T) is norm-closed in Y.
(b) 2 (T*) is weak*-closed in X*.
(c) #(T*) is norm-closed in X*.

Proof. Suppose first that (a) holds. We shall show that %Z(T*) is its own weak*-closure.
Recall that the weak*-closure of Z(T*) is given by (+%(T*))*+ = A4 (T)*. Therefore, it
suffices to show that 4 (T)+ C 2(T*).

Pick x* € #(T)* and define a linear functional A on Z(T) by

A(Tx) = (x,x¥) VxeX.
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This functional is well-defined, for if Tx = Tx’, then x — x’ € 4'(T) and thus (x — x/, x*) =
0. Next, since Z(T) is closed in Y, it is a Banach space and hence, the open mapping
theorem applies, consequently, there is a constant K > 0 such that for each y € Z(T), there
isan x € X with Tx = y and ||x|| < K]|y||. Hence,

[Ay| = [A(Tx)] = [(x, x| < Il < K|y«

i.e., A is continuous. This can then be extended to a linear functional y* € Y*. Hence, for
all x € X, we have
(Tx,y*) = A(Tx) = (x,x™).

Thus x* = T*y*, as desired.

Obviously, if (b) holds, then (c) does, since the norm topology on X* is finer than the
weak*-topology.

Suppose now that (c) holds. Let Z denote the norm-closure of Z(T) in Y and let S
denote the corestriction of T to Z. Due to 155 (b), since Z(S) is dense in Z, S* : Z* — X*
is injective.

If z* € Z*, we can extend this to some y* € Y* using Hahn-Banach. Then, for every
x € X, we have

(x, T*'y*) = (Tx,y*) = (Sx,z*) = (x,5"z").

Hence, S*z* = T*y*, consequently, Z(5*) = Z(T*), is norm-closed due to (c), and
hence, complete. It follows from the open mapping theorem that §* : Z* — Z(5*) is an
isomorphism, owing to it being continuous and bijective between Banach spaces. Hence,
there is a constant ¢ > 0 such that

cllz|| < |IS*z*| vzt e z*.

Due to Theorem 5.4, S : X — Z is surjective. But since Z(T) = #(S), we have that
Z(T) = Z is a closed subspace of Y, thereby completing the proof. [ ]

§6 COMPACT OPERATORS

DEFINITION 6.1. A linear map T : X — Y between Banach spaces is said to be compact if
T(U) is relatively compact in Y where U is the unit ball in X.

The following proposition is immediate from the equivalence of compactness and
sequential compactness in metric spaces.

PROPOSITION 6.2. T is compact if and only if every bounded sequence (x,) in X contains
a subsequence (x, ) such that (Tx,, ) convergesin Y.

DEFINITION 6.3. The spectrum o(T) of an operator T € Z(X) is the set of all scalars A
such that T — A is not invertible.

THEOREM 6.4. Let X and Y be Banach spaces.

(@ T e A(X,Y)and dimZ(T) < oo, then T is compact.
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(b) T € A(X,Y), T is compact, and Z(T) is closed, then dim Z(T) < oo.

(c) The compact operators form a closed subspace of #(X,Y) in its norm-topology.
(d) T e B(X), T is compact, and A # 0 is a scalar, then dim A" (T — AI) < oo.

(e) fdimX = oo, T € #A(X), and T is compact, then 0 € (T).

(f) If S, T € A(X), and T is compact, then so are ST and TS.

Proof. (a) Let U denote the unit ball of X. Then T(U) is a bounded subset of Z(T)

and since the latter is closed in Y, T(U) is a closed and bounded subset of Z(T),
consequently, is compact.

(b) Since Z(T) is closed in Y, it is complete, i.e., a Banach space. Due to the open
mapping theorem, T(U) is open in Z(T) with compact closure, whence Z(T) is
locally compact, and hence, finite dimensional.

(c) Let T, — T in #B(X,Y) where each T, is a compact operator. We shall show that
T(U) is totally bounded in Y. Let ¢ > 0 and choose an N such that ||T — Ty|| < /3.
Note that Ty (U) is totally bounded in Y, and hence, there are x1,...,x, € U such
that

n
Tn(U) C | By(Tnxi,€/3).
i=1
Now, for any y € U, there is an index 1 < i < n such that Tyy € B(Tnx;,€/3). Asa
result,

| Ty — Tx;|| < || Ty — Tnyll + || Tnvy — Tnxil) + || Tnxi — Txi|| < e

Hence,
n

T(U) € | By(Txj,¢),
i=1

and the conclusion follows.

(d) Let Y = A(T — AI). Then note that T acts on Y by y — Ay. Further, since T is
compact and Y is closed in X, the restriction of T to Y is compact and hence, Y must
be finite-dimensional.

(e) If 0 ¢ o(T), then T is invertible, whence Z(T) is closed but dimZ(T) = oo, a
contradiction.

(f) This follows from Proposition 6.2. |

THEOREM 6.5. Suppose X and Y are Banach spaces and T € #(X,Y). Then T is compact
if and only if T* € Z(Y*, X*) is compact.
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Proof. Suppose first that T is compact and let {y}; } be a sequence in the unit ball of Y*. We
shall show that T*y* = y* o T admits a convergent subsequence in X*. Let K = T(U) C Y,
which, according to our assumption is compact in Y. Note that the collection {y}} is
equicontinuous and pointwise bounded on K. Due to the Arzeld-Ascoli Theorem, there is
a subsequence {y;, } that converges uniformly on K.

We contend that {T*yj, } converges in the operator norm. Indeed, for any x € U,

[(T* Yo (%) = T, ()| = [y, (Tx) =y, (T,

and since Tx € K, the conclusion follows.
Conversely, suppose T* is compact. Consider the natural isometric embeddings ®x :
X — X** and @y : Y — Y**, which fit into a commutative diagram

XX .y 2)
X** Y**
T** *

Due to the first part of the proof, T** is compact. Thus, T**(U**) is totally bounded in
Y**. Next, @x (U) is contained in U** and hence, T**®x (U) = $yT(U) is totally bounded
in Y**. Since ®y is an isometry, it follows that T(U) is totally bounded in Y, thereby
completing the proof. |

DEFINITION 6.6. A closed subspace M of a topological vector space X is said to be
complemented if there exists a closed subspace N of X such that

X=M+N and MNN = {0}.
In this case, X is said to be the direct sum of M and N, denoted by X = M @& N.
LEMMA 6.7. Let M be a closed subspace of a topological vector space X.
(a) If X is locally convex and dim M < oo, then M is complemented in X.
(b) If dim(X/M) < oo, then M is complemented in X.
Proof. (a) Let{ey,...,e,} be abasis for M. Every x € M has a unique representation
x=wp(x)er + - +an(x)e,.
Note that a;(e;) = 0 whenever i # j. Due to the Hahn-Banach Theorem, each «; can
be extended to a continuous linear functional on X. Let N = ﬁ A («;). It is not hard
to argue that X = M @ N. -

(b) Let r: X — X/ M be the quotient map, and let {ey, ..., e, } be a basis for X/ M. Lift
this to {x1,...,x,} in X and let N be the vector subspace they span. Again, it is not
hard to argue that X = M @ N. |
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THEOREM 6.8. Let X be a Banach space, T € #(X) a compact operator, and A # 0. Then
T — Al has closed range.

Proof. Let N = A4 (T — AI), which is a closed subspace of X. Due to Lemma 6.7, admits a
complement, say M. Let S : M — X be given by x — Tx — Ax, which is a bounded linear
operator. Since Z(S) = Z(T — Al), it suffices to show that the former is closed.
To this end, we first show that there is a constant § > 0 such that ||Sx|| > B||x/|| for all
x € M, which is equivalent to
B = inf |Sx|| > 0.
[[x]=1
xeM

Suppose not. Then, there is a sequence x, € M with ||x,|| = 1, such that Sx,, — 0 as
n — co. Since T : X — X is compact, its restriction to M is also compact, whence, there is a
subsequence (x;, ) such that Tx,, — x( for some xy € X. Replace x,, with this subsequence.
Then, Tx,, — Ax;;, — 0 and hence, Ax;, — xg. As a result,

Sxp = lim S(Ax,) = A lim Sx, = 0.

n—oo n—o00

But since S is injective, xg = 0. This is absurd, since ||x|| = lim,—c [|[Axy|| = [A] > 0. It
follows that g > 0.

Finally, we show that Z(S) is closed in X. Indeed, suppose y € Z(S); then there is a
sequence (x,) in M such that Sx,, — y, that is (Sx,,) is Cauchy. But since

Bllxn — xml| < [|Sxn — Sxml,
so is (x,). Hence, x, — x¢ for some xy € M; and Sxo = y. This completes the proof. W

THEOREM 6.9 (SPECTRUM OF A COMPACT OPERATOR). Let X be a Banach space and
T € #(X) a compact operator.

(a) Every 0 # A € o(T) is an eigenvalue of T.

(b) For every A # 0, the increasing chain of subspaces
N(T=AI) C A (T=AI?)C -
eventually stabilizes. Further, a these subspaces are finite dimensional.

(c) For every r > 0, the set
{Aea(T): |A] >r}

is finite.
(d) As a consequence, o(T) is countable and the only possible limit point of ¢(T) is 0.

Proof. Suppose dim X = oo, for if dim X < oo, then all the above statements are trivial as
there are only finitely many eigenvalues.
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(a)

(b)

(©)

Suppose 0 # A € o(T) is not an eigenvalue of T, then T — Al is injective, but not
surjective, else, due to the open mapping theorem, it would be invertible. Define

Y, = (T — AI)"(X).

Obviously, Y, 11 C Y}, for all n > 1. Further, since the restriction of T to each of these
subspaces is compact, due to Theorem 6.4 (d), each Y, is infinite-dimensional and all
inclusions are strict.

For each n > 1, using the Riesz Lemma, choose y, € Y}, \ Y;,+1 such that [|y,]| =1
and

. 1
dist(yn, Yni1) > 5

Since T is compact and (x;) is bounded, the sequence (Tx,) must admit a convergent
subsequence. But for n < m, we have

| Txy — Txw|| = (T — A)xy + Axy — (T — A Xy — Axy|,

and since (T — Al)x, — (T — AI)xy — Axy € Yy41, we conclude that || Tx, — Tx,,|| >
A /2, a contradiction.

If A is not an eigenvalue, then each A4 ((T — AI)") is the trivial subspace and there is
nothing to prove. Suppose now that A is an eigenvalue of T and set Y;, = A ((T —
AI)™). Obviously Y1 C Y, C ---. Further, (T — AI)" = S+ (—A)"I where S is some
compact operator and hence, dimY;,, < co. Next, note that if Y;, = Y}, ;1 for some
n>z1lthenY, =Y, 1 =Y ="--.

Suppose now that Y, C Y, for every n > 1. Again, using the Riesz Lemma, choose
Ynt1 € Yui1 \ Yn such that ||y,41]| = 1 and

1

diSt(:l/,,H_l, Yn) > 5

Again, since (y,) is bounded and T is compact, the sequence (Ty,) must admit a
convergent subsequence. But for 2 < n < m, we have

| Tyn — Tym| = [[(T — AD)yn + Ayn — (T — AD)ym — Ayml|,

and since (T — ALy, — (T — A ym + Ayn € Yy—1, it follows that || Ty, — Txy|| > A/2,
a contradiction.

Suppose there is an r > 0 such that the set {A € ¢(T): |A| > r} is infinite. Choose a
countable subset {A1, Ay, ... } with corresponding eigenvectors {x1, x,... }. LetY;, =
span{xy, ..., X, }; when then form a strictly increasing chain of closed subspaces.

First, we contend that for n > 2, (T — A,I)(Yy) C Y,,—1. Indeed, any element of Y,
can be written uniquely as

Yy Dy =a1x)+ -+ apxy.
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(d)

Then, (T —Aul)y = a1 (T —AuD)x1+- - - +ay_1(T — Apl)x,—1. Andforl <i<n—1,
we have

(T—MID(T—Ay)x; = (T — Ay )(T—Ail)x; =0,
whence (T — A,)x; € ;.
Next, using the Riesz Lemma, for n > 2, choose y, € Yy, \ Y,,_1 such that ||y,| =1
and

1
dlSt(yn, Ynfl) > 5

Since (y,) is bounded and T is compact, the sequence (Ty,) admits a convergent
subsequence. But for 2 < n < m, we have

| Tyn — Tym| = (T — AuD)yn + Auyn — (T = AuwD)Ym — Amym ||,
and since
(T —AuD)yn + Ay — (T — A D) ym € Y1,
we get that || Ty, — Tyu|| > |Am|/2 > r/2, a contradiction.
Note that
1
o(T)={0}U U {/\ €o(T): |A| > E}'
n=1

and being a countable union of finite sets, o(T) is countable. Next, suppose 0 # pu €
K is a limit point of ¢(T). There is an e > 0 such that [u| > e. But since the set of
eigenvalues in K \ B(0, ¢) is finite,  cannot be their limit point. This completes the
proof. [

§§ Examples

THEOREM 6.10 (MINKOWSKI’S INTEGRAL INEQUALITY). Let (X, 9, ) and (Y, 9%, A) be
positive measure spaces. If f : X x Y — IR is non-negative and measurable with respect to
the product measure, then for 1 < p < oo,

U ([renaw) dy(x)}’l’ < [ ([ sy dy(x)); ()

Proof. Since p = 1 is just Fubini, we assume p > 1 and let q be the conjugate exponent to p.
Let H : X — R be defined as

H(x) = [ f(xy) dAw),
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which is a measurable function on X due to Fubini. We now have the series of inequalities

11 = [ [ ey dA@)dn()
= | | FpHEP dux)drw)

</ (/ f(x,y)”du(x)); </XH(x)""_q); A (y)
= [ ([ s dut ) IH]§ dA(y)

It < [ ([ £y dy(x))‘l’ )

thereby completing the proof. u

and hence

THEOREM 6.11. Let 1 < p < oo and define the Hardy operator H : LP(0,00) — LF(0,0) as

=%/Oxf(t)dt

Then, H is a non-compact operator with operator norm

|1H|| = —F

p—1

Proof. For operator norm, take x /7 Xjo,n] and let N — co. |

§7 REFLEXIVE SPACES

DEFINITION 7.1. A normed linear space X is said to be reflexive if the natural embedding
® : X — X** is surjective.

PROPOSITION 7.2. Let X be a normed linear space. The natural embedding ® : X — X**
is a topological imbedding when X is given the weak topology and X* is given the weak*-

topology.
Proof. u

THEOREM 7.3 (KAKUTANI). A Banach space X is reflexive if and only if its norm-closed
unit ball is weakly compact.

Proof. Let B, B** denote the norm-closed unit balls of X and X** respectively. If X were
reflexive, then the natural embedding ® : X — X** is surjective. Due to the preceding
result, ® is a homeomorhpism when X is given the weak topology and X** is given the
weak*-topology. Since B** is compact in the weak*-topology, and ® is an isometry, we see
that B must be compact in the weak topology.
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Conversely, suppose B is compact in the weak topology. Again, due to the preceding
proposition, ®(B) is compact and convex in the weak*-topology and ®(B) C B**. If X
were not reflexive, then ®(B) C B**. Choose x** € B** \ ®(B). Due to the Hahn-Banach
Separation Theorem, there is a linear functional A : X** — K that is continuous with
respect to the weak*-topology on X* and there are 71,72 € R such that

RA(X™) <71 <712 < RA(y) Vy € &(B).
Note that there is some 0 # x* € X* such that A = ev,+, and hence,

Rx™(x*) <71 <72 < yeig(fB) Ry(x*) = ;Ielli; Rx*(x).

The rightmost quantity is precisely —|x Thus Rx*™(x*) < —||x*||, in particular,
|x**(x*)| > ||x*||, whence ||x**|| > 1, a contradiction, since we chose it inside B**. This
completes the proof. |

gl

COROLLARY. Every closed, bounded convex subset of a reflexive Banach space is weakly
compact.

Proof. This follows from the fact that a convex closed subset of an LCTVS is also weakly
closed. n

§8 HILBERT SPACES

DEFINITION 8.1. An inner product space is a IK-vector space H together with a function
(+,-) : Hx H — K such that

®) (xy) = (v.x),
(i) (x+y,2) = (x2)+(y,2),
(iii) (ax,y) = a(x,y),
(iv) (x,x) > 0,and (x,x) = 0if and only if x = 0,

(
(
(x
(

forallx,y,z € Hand a € K.

Obviously, ||x|| := /(x, x) defines a norm on H. If H is complete with respect to this
norm, then H is said to be a Hilbert space.

PROPOSITION 8.2. Let H be an inner product space and x,y € H. Then,

() < llxllllyll and flx +yll < flx[] + [ly[l-

Proof. For every A € K, we have

0 < (x+ Ay, x +Ay) = APyl? + [|x]|* + 2R(x, Ay).
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For every & € R, we can choose A € K such that |A| = |a] and R(x, A\y) = «|(x,y)|. Thus,
[yl +2a(x,y) + x]* > 0
for every « € R. Thus,
4| y) 2 < 4llxlPlyl* = [ y)l < llxlllyll (3)
Finally, note that
lx + 117 = Nxl* + lyl1? + 2% e, y) < [0 + lly 11 + 21 Ge )] < Al + D,
thereby completing the proof. u

THEOREM 8.3. Let H be a Hilbert space. Every nonempty closed convex E C H contains a
unique x of minimal norm.

Proof. Let
d = inf{||x||: x € E}.

Choose a sequence (x,;) in E such that ||x,|| — d asn — co. Since E is convex,  (x, + xu) €
E, whence ||x,, + xp|| = 2d, for all m,n > 1.
Next, using the “parallelogram identity”,

xn = 2 l|? = 2]l [* 2]l x| = (200 + x>
Let ¢ > 0 and choose N > 1 such that whenever n > N,
d < ||xal < V2 + €2
Thus, for m,n > N,
|20 — xm|? < 4d% 4 4e% — ||x + x4 || < 462,

thus ||x, — x| < 2¢ whenever m,n > N. This shows that (x,) is Cauchy and hence,
converges to some x € E. Obviously, || x|| = d.
As for uniqueness, suppose x,y € E with ||x|| = ||y|| = d. Then,

0< flx = ylI* = 2llx|I* + 2[lyll* = [lx + yl* < 2% + 24* — 4d* = 0.
Thus, x = y, thereby completing the proof. u
The above theorem fails quite spectacularly for Banach spaces.

EXAMPLE 8.4. Let X = C[0, 1] the R-vector space of real-valued continuous functions on
[0, 1] with the supremum norm. Let

M:{feX: /()sz(t)dt—/lizf(t)dtzl}.

Then, M is a closed convex subset of X but no element of M has minimal norm.
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Proof. Obviously, M is convex. To see that it is closed, note that the linear functional
1/2 1
T:X >R fH/ fyae— [ f)ar
0 1/2

is a bounded linear functional, and hence, is continuous. Thus, M is closed too.
Next, for any f € M,

1= [T [ o)< [701d<

We contend that
inf {]|floo: f € M} = 1.

To see this, fix some 0 < ¢ < 1/2. Define the function

1+e 0<x<3-4
flo) =382 (f-x) f-6<x<i+o
—(1+e¢) T+o<x<L
Then,
1/2 1
i f(t) dt — 1/2f(t)dt:(1+£)(1—25)+(5(1+e):(1—5)(1+£).
Choosing
¢
T 1-4

we get Tf = 1. Note that ||f|l« =1+ eand as é — 07, we get || f||cc — 17. This proves
our claim.
Finally, suppose f € M such that ||f||cc = 1. Then,

1

1/2
o:% 1 f@)de+ [ 14 f(e) dn

Since both integrals are non-negative and the functions are continuous, we must have
f(t) = 1whenever 0 < t < 1/2and f(t) = —1 whenever 1/2 < t < 1, a contradiction.
This completes the proof. |

THEOREM 8.5. Let M be a closed subspace of a Hilbert space H, then H = M & ML,

Proof. Since
M* = () ker(-,x),
xeM
it is a closed subspace of H. Obviously, M N M+ = {0}. It remains to show that H =

M + M+, Indeed, let x € H and let x1 € M be the unique element minimizing the distance
to x. We contend that x, = x — x; is perpendicular to x;.
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Indeed, note that for every y € M, we have
l2* < flz +y 17 = Iyll* +2R(x2,y) > 0,

for all y € M. Suppose (x2,) # 0 for some y € M. We can choose y such that f(xp,y) =
—|(x2,y)|. Then, replacing y by ay for some a > 0, we have a?||y||> — 2a|(x,y)| > 0 for all
a > 0. This is obviously false, and hence, (x,y) # 0 for all y € M, thereby completing the
proof. [

The above theorem fails for closed subspaces of Banach spaces.
EXAMPLE 8.6. cp C {* is not complemented.

Proof. We begin with a claim.
Claim. Let T : /* — (* be a bounded linear operator with ¢y C ker T. Then there is an
infinite subset A C IN such that Tx = 0 whenever x is supported in A.
Proof of Claim: Suppose not. Then, for every infinite subset A C N, there is an x € (%,
supported in A such that Tx # 0. Choose an uncountable collection { A;: i € I} of infinite
subsets of IN with pairwise finite intersections. According to our assumption, there are
x; € {* supported in A; with Tx; # 0 and ||x;|| = 1.

Since I is uncountable, there is an n € IN such that

I, ={iel: (Tx;)(n) #0}

is uncountable (because the union of all the I,,’s is I). Further, there is a positive integer k
such that

= {i € 1 (Tx) ] >

is uncountable (because the union of all the I, ;s is I;;).
Let | C I, x be finite and set

y = Z]:sgn ((Txj)(n)) - xj.
j€
Then,
(1) (1) = Lo ((T) () (7)o 2%11{ U
J€ j€

Note that for i # j, A; N Ajis finite and hence, we can write y = x + z, where x has
finite support and ||z|| < 1. Thus, x € ¢y C ker T and hence,

J
W< myl = e 4 72l = 720 < 1T = 171 <RI,

which is absurd, since I, i is infinite. This proves the claim. []

Coming back, suppose ¢y were complemented in /. Then, there would be a projection
operator P : /*° — cg C £*.Set T = id — P. Since ¢y C ker T, due to the claim above, there
is an infinite subset A C N, such that Tx = 0 whenever x is supported in A. Consider
xa € £%, the characteristic function of the set A. But note that

P(xa) = (id —T)(xa) = xa ¢ co,

a contradiction. This completes the proof. u
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THEOREM 8.7 (RIESZ REPRESENTATION LEMMA). Let H be a Hilbert space. The natural
map H — H* given by y — (-, y) is an isometric and surjective.

Proof. Obviously, the map is injective and linear. To see isometry, note that (y,y) = ||y||?,
whence ||(-,,y)]|| = |ly|]| and due to Cauchy-Schwarz,
()l < lxllllyll = Gl <yl = [1C )l =1yl

It remains to show surjectivity. Let A # 0 be a continuous linear functional on H and
N = ker A. Since N is closed, we can write H = N @ N-+t. Choose a nonzero vector z € N-t.
Forany x € H,

A
X — —xz € ker A,

Az
whence A A
Y P _ AP
0= (x AZZ,Z) (x,2) AZ||z|| :
Thus,
Az
Ax = | x, —Zzz ,
Il
thereby completing the proof. |

THEOREM 8.8. Let H be a Hilbert space and suppose f : H x H — K is sesquilinear and
bounded, that is,

M :=sup{[f(x,y)|: [lx]| = llyll =1} <o,
then there exists a unique S € #(H) such that
flxy) = (x,Sy) Vx,yeH.
Further, ||S|| = M.

Proof. Fix y € H and consider the mapping x — f(x,y). This is a continuous linear
functional on H and hence, is given by x — (x, Sy) for a unique Sy € H. We claim that the
association y > Sy is linear.

Indeed, if y1,y2 € H, then

fGyi+ya) = fCy) + Cy2) = f(Sy) + f( Sya) = £ Syi + Sya)-
Due to uniqueness of S(y1 + v2), we see that S(y; + y2) = Sy1 + Sy». Next, let « € K and

y € H. Then,
(-, S(ay)) = f(-,ay) =af(-,y) =a(-, Sy) = (-,aSy),

whence S(ay) = aSy, i.e., S is linear.
Finally, we must show that ||S|| = M. Indeed, for ||x|| = [|y|| = 1:

f ey < [(x Sy)l < lIx[l[Syll < [IS]l,
whence M < [|S||. On the other hand, if Sy # 0, then

as) =1 ()
syl = (X sy)=f (22 y) <M
I5vI (||Sy|| V) =S\

Taking supremum over ||y|| = 1, we have that ||S|| < M < ||S||, thereby completing the
proof. |
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8§ Adjoints

DEFINITION 8.9.Let T € #(H). Themap f : H x H — K given by f(x,y) = (Tx,y),isa
bounded sesquilinear form on H, whence, there is a T* € Z(H) such that

(Tx,y) = f(x,y) = (x,T'y) Vx,y € H.

Next, note that

(x,Ty) = 7, T%) = (T'x,y) = (x, T""y) Vay € H.
Hence, T** = T. On the other hand,
IT*|| = sup{|(Tx, y)|: [|x]| = llyll = 1} < [IT].

Consequently, |[T[| = [[T*[| < [[T*[| < || T[|, whence, [ T*[| = |[T].
Similarly, the following identities are easy to show for S, T € Z(H):

(S+T)*=8"+T*, (aS)* =a&S*, and (ST)" = T*S".

Therefore,
| Tx||? = (Tx, Tx) = (x, T*Tx) < || T*T||||x||*> Vx € H.

Hence, ||T||?> < [|T*T|| < ||T*|||IT|| = ||T||?>, whence ||T||?> = ||T*T||. This makes #(H) a
C*-algebra.
§§ Compact Self-Adjoint Operators

LEMMA 8.10. Let H be a Hilbert space and T € #(H) a compact self-adjoint operator.

Then
T[] = sup{[(Tx,x)|: [|x|| = 1}.

Proof. Let B denote the quantity on the right hand side. Due to the Cauchy-Schwarz
Inequality, B < ||T||. Let x # 0 and set A = / HH?T\H'

We have

(Tx, Tx) = 31 ‘(T(Ax + ATITH), Ax + A7 Tw) — (T(Ax — A7 1Tx), Ax — A_lTx>’
< 31 ’(T(Ax FAITx), Ax + A‘lTx>’ + 411 )(T(Ax FAITx), Ax + A—lTx>)
< g (Il + A~ Tx]2 + Az — A7)
_B 2 17,12
= 2 (IAxIP? + 1A~ Tx|]?)
= Bl[x[|[|Tx]].

Thus, ||Tx|| < Bl/x||, whence || T|| < B, thereby completing the proof. [

LEMMA 8.11. With the notation of the preceding lemma, either ||T|| or —||T|| is an eigen-
value of T.
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Proof. Due to the preceding lemma, there is a sequence of unit vectors (x,) in H such that
|(Txu, xn)| = ||T||- Since T is self-adjoint,

(Tx,x) = (x, Tx) = (Tx, x),

and hence, (Tx,x) € R. Therefore, moving to a subsequence, we may suppose that
(Txp,xn) — A € {Z||T||}. Further, since T is compact, we may replace (x,) with a
subsequence such that Tx,, — Ay for some y € H.

We contend that x;,, — y. First, note that

(T, xn) | < [ Txa|[|2n ] = [ Txn]] < [T = [A].
By our choice of the sequence (xy,), |(Txy, x4)| — |A| and hence, || Tx,|| — |A|. Next,

| x, — Txn||2 = (Axy, — Txp, Axy — Txy)
= A2 || Txn||? = (Axy, Tx) — (T, Axy)
= A2 || T || — 2A(Tx, )

which goes to 0 as n — oco. Hence, |[Ax, — Tx,|| — 0 as n — oo, consequently, x, — v,
thereby completing the proof. |

§9 BANACH ALGEBRAS

DEFINITION 9.1. A Banach algebra is a C-algebra A equipped withanorm || - || : A — [0, )
with respect to which it is a Banach space and

eyl < Ixlllyll - vx,y € A.

The Banach algebra is said to be unital if it possesses a multiplicative identity.
An involution on an algebra A is a map

A—- A x—x*
of order 2 that satisfies
(x+y) =x"+y" (Ax)" =Ax" (xy)* =y'x".

An algebra equipped with such an involution is called a *-algebra. A Banach *-algebra that
satisfies
x| = [l[|* Vx e A

is called a C*-algebra.
REMARK 9.2. If A is a C*-algebra, for x # 0, we have

1 = el < fla* Izl = flxll < ) < ] = ],

whence ||x|| = ||x*||. That is, the involution is an isometry.
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DEFINITION 9.3. If A and B are Banach algebras, a homomorphism is a bounded linear map

¢ : A — Bsuch that ¢(xy) = ¢(x)¢(y) forall x,y € A.
Further, if A and B are Banach x-algebras, a *-homomorphism is a homomorphism of

Banach algebras ¢ : A — B such that ¢(x*) = ¢(x)* forall x € A.
THEOREM 9.4. Let A be a unital Banach algebra.
(@) If |A| > ||x||, then A — x is invertible in A.

b) If x is invertible, and < [[x71|71, then x — v is invertible with inverse
( Yy y

(x—y) =Y (7 ly)x

n=0

(c) If x is invertible and ||y < 3[lx!| 7}, then
I =)~ =27 < 2Pyl

(d) A* C Aisopenand x — x~ 1 on A% is continuous.

Proof.  (a) We have

(A _ x)—l — )L_l (6 . /\—1X>_1 — Z /\_(Tl—i-l)x—n,

n=0
which converges because things are Cauchy and all the good stuff.

(b) Again, we can write

-y = (xle—x ) =e—xly = Yy

n=0

(c) Using the above expansion, we can write

[ —y) "= <X I 2yl < 20l Pyl
n=0

(d) Due to part (b), A* is open in A and due to part (c), x — x~ ! is continuous.
DEFINITION 9.5. Let .4 be a unital Banach algebra and x € A. The spectrum of x is
o(x) = {A € C: Ae — x is not invertible} .

For A ¢ o(x), define the resolvent of x as

Re(A) = (Ae —x)"1: €\ o(x) — A.
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PROPOSITION 9.6. For any x € A, 0(x) is a compact subset of C that is contained in the
disk {A € C: |A| < [|x||}.

Proof. Obviously, if [A| > ||x||, then Ae — x is invertible. Thus, o(x) is contained in the
above disk. Consider the map A — Ae — x, which is continuous and hence, the preimage
of A* is openin C. As a result, o(x) is closed, thereby completing the proof. |

PROPOSITION 9.7. Ry is an analytic function. And, Rx(A) — 0as A — oo.
Proof. We have
Ry(p) = Re(A) = (e — )7 = (Ae —x) ™!
= Ru(p) (Ae = x) — (pe — x)) R (A).

Hence,

- _Rx(,”)Rx (/\)

In the limit y — A, we get
R (A) = —R¢(1)%

As for the second part, simply note that for |A| > ||x||,

1
IRl = || 2 AT | AT Y A el = =y
n>0 n>0 |A]— [|x]]
which goes to 0 as A — oo, thereby completing the proof. |

THEOREM 9.8 (GELFAND-MAZUR). Let A be a unital Banach algebra o(x) # @ for every
x € A

Proof. Suppose o(x) = @ for some x € A. Then, R, : C — A is an analytic function. For
any A € A*, A o R, is an entire function and is bounded, since

lim A(Ry(2)) = A (Algr;oRx(A)) = 0.

Due to Liouville’s Theorem, A o Ry must be constant on C and equal to 0. Since this is true
for every A € A*, we see that R(A) = 0 for every A € C, which is absurd. This completes
the proof. u

COROLLARY. If A is a unital Banach algebra in which every nonzero element is invertible,
then A = Ce.

Proof. Suppose x € A\ Ce, then Ae — x # 0 for every A € C, whence, Ae — x is invertible
for every A € C, a contradiction. [

DEFINITION 9.9. Let A be a unital Banach algebra. For x € A, the spectral radius of x is
defined to be

p(x) :=sup{|A|: A €c(x)}.
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We have the obvious inequality p(x) < ||x||.

THEOREM 9.10 (SPECTRAL RADIUS FORMULA). Let A be a unital Banach algebra and

x € A. Then,

p(x) = Tim [|x"|[!/".

n—00

Proof. If A € o(x), then
Ale — x" = (Ae — x) (A”_le + x”_1> :

Consequently, A"e — x" cannot be invertible. Hence, |A|" < ||x"]|. In particular, this gives

p(x) < liminf 2" /",

Next, for |A| > ||x||, we have a Laurent series about infinity:

AoRy(A) = Y A-HFUA(M).

n=0

Note that A o Ry is analytic on |A| > p(x) and hence, the above Laurent series must be
valid there too.
Hence, for any |A| > p(x), there is a constant C5 > 0 such that

IAA"x")| = [AT"A(x")| < Ca Vn € N.

This holds for all A € A*. Thus, the sequence (A~"x") is bounded, that is, thereisa C > 0
such that ||x"|| < C|A|". Hence,

lim sup ||"||}/" < limsup CY/"|A| = |A].
n—00 n—r00

Taking infimum over A, we get

. n|l/n EE n|l/n
limsup [[x"[['/" < p(x) < liminf "] /",

n—00

thereby completing the proof. u

DEFINITION 9.11. Let A be a unital Banach algebra. A multiplicative functional on Ais a
nonzero homomorhpism  : A — C. The set of all multiplicative functionals on A is called
the spectrum of A and is denoted by ¢ (.A).

PROPOSITION 9.12. Let A be a unital Banach algebra and suppose h € (A).
(@) h(e) =1.
(b) If x € A%, then h(x) # 0.
(©) |h(x)| < p(x) < ||x|| forall x € A. Thatis, ||h| < 1.
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Proof. (a) Since h # 0, there is an x € A such that i(x) # 0. Then,
h(x) = h(xe) = h(x)h(e) = h(e) = 1.

(b) Obviously,
1=nh(e) = h(xx) = h(x YHh(x) = h(x) #0.
(c) Suppose |A| > p(x). Then, Ae — x € A*, consequently,
0#h(Ale—x)=A—h(x) = h(x) # A.

Since this holds for all |A| > p(x), we have |h(x)| < p(x) < ||x]|. [
As a consequence, 0(.A) is contained in the closed unit ball of A*. Equip the latter
with the weak*-topology. Using nets, it is easy to see that c(.A) is closed in A*. Due to
Banach-Alaoglu, the closed unit ball of A* is weak*-compact and hence, so is o(.A) with

the subspace topology from the weak*-topology on A*. Thus, 0(.A) is a compact Hausdorff
space.

PROPOSITION 9.13. Let A be a commutative unital Banach algebra and J C A be a
proper ideal.

(@) J S A\ A"

(b) J is a proper ideal.

(c) J is contained in a maximal ideal.
(d) Every maximal ideal is closed.

Proof. The first assertion is obvious. As for the second, note that A \ A* is closed and
hence, 7 C A\ A*. Consequently, J # A. To see that it is an ideal, suppose x € J and
a € A. Then, there is a sequence (x,) converging to x. Consequently, (ax,) converges to
ax. But each ax,, € J and hence, ax € J. This proves (b).

The third assertion is a standard application of Zorn’s lemma. As for (d), if M is a
maximal ideal, then M C M C A due to (b). The maximality of M forces M = M,
thereby completing the proof. u

THEOREM 9.14. Let A be a commutative unital Banach algebra. Then, the map h +— kerh
is a bijective correspondence between o (.A) and the set of all maximal ideals in A.

Proof. The map is obviously an injection. We establish surjectivity. Let M be a maximal
ideal in A and consider the quotient algebra A/ M equipped with the norm:

|x + M| =inf{||x+y|:y e M}.

This is again a commutative unital Banach algebra in which every non-zero element is
invertible (standard fact from ring theory). Due to Gelfand-Mazur, A/ M = C(e + M).
The composition

A— A/M=Cle+M)=C

is the required linear functional, thereby proving surjectivity. u
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DEFINITION 9.15. Let A be a commutative unital Banach algebra. For each x € A, there is
a continuous function X : 0(A) — C given by h — h(x). This gives a map

IFy: A— C(c(A)) X — X,
known as the Gelfand transform on A.
PROPOSITION 9.16. Let A be a commutative unital Banach algebra and x € A.

(@) TheT : A — C(c(A)) is a homomorphism, and ¢'is the constant function 1.
(b) x is invertible if and only if X never vanishes.
(c) The range of X : 0(A) — C is precisely o(x).

) [[Xllsup = p(x) < Ix]I-
Proof.  (a) Obvious.

(b) If x is invertible, then due to (a), so is X, whence it never vanishes. On the other hand,
if x is not invertible, then it is contained in some maximal ideal 971, whence, there is
an h € (. A) that vanishes on x. Thus, X(h) = 0, that is, X vanishes somewhere.

(c) Next, suppose A = x(h) = h(x). Then, h(Ae — x) = 0, hence, Ae — x is not invertible,
ie. A € o(x). Similarly, if A € o(x), then Ae — x is not invertible and hence, X
vanishes somewhere, consequently, i(Ae — x) = 0 for some € o(.A). This shows
that A is in the range of X.

(d) Follows from (c). |

DEFINITION 9.17. Let A be a commutative unital Banach x-algebra. If I' : A — C(c(A))
is a *-homomorphism, then A is said to be symmetric.

REMARK 9.18. Note that A being symmetric is the same as saying
=% VxeA
PROPOSITION 9.19. Let A be a commutative Banach *-algebra.
(a) Ais symmetric if and only if X is real-valued whenever x = x*.
(b) Every C*-algebra is symmetric.
(c) If Ais symmetric, I'(A) is dense in C(c(\A)).

Proof. (a) If Aissymmetricand x* = x, then ¥ = x* = X, whence ¥ is real-valued. Next,
we prove the converse. For any x € A, write

*

xX+x* x—x
X =

2 * 2
—— =
y z

Note that y* = y and z+z* = 0. Our hypothesis implies ¥/ is real-valued and
Z+2 = 0. Thus,

~
*

X*=y*+z =X

N

—j-Z2=7+
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(b) Let x € A be such that x* = x. Suppose h(x) = a + i. We shall show that § = 0.
Indeed, for t € R, let z = x + ite. Then,

7'z = (x — ite)(x + ite) = x* + t%e.
And hence,
o+ (B+i]* = |h(z)] < ||z] = |22 = [|x® + ]| < [lx|* + 2.

That is,
a® + 2Bt + B2 < ||x|* VteER
Thus, B = 0 and due to (a), A is symmetric.

(c) Note that I'(LA) contains all the constant functions and thus, the family I'(.4) does
not vanish at any point. Next, by definition, I'(.A) separates points. Further, since I
is a *-homomorophism, I'(A) is closed under taking conjugates. Thus, I'(A) is dense
in C(c(A)) due to the Stone-Weierstrass Theorem. [

PROPOSITION 9.20. Let A be a commutative unital Banach algebra.

() If x € A, then ||Z|[sup = ||x[| if and only if ||x2|| = ||x||¥" for all k > 1.

(b) T': A — C(c(A)) is an isometry if and only if ||x?|| = ||x||? for all x € A.
Proof.  (a) This follows immediately from the spectral radius formula.

| )2

= lim = ||].

k— o0

|%lsup = p(x) = Jim [1x

(b) We have

k k—1 k
I = [l )2 = = ) u

THEOREM 9.21 (GELFAND-NAIMARK). If A is a commutative unital C*-algebra, then
I': A— C(c(A)) is an isometric *-isomorphism.

Proof. That I is a x-homomorphism has already been established. We first show that I' is
an isometry. Let x € A and set y = x*x. Then, y* =y, so

20 = ()

Due to part (a) of the preceding result, ||§|sup = [|y||. But ¥ = X¥ = |x|2. Hence,

k—1 k
==l

= |ly

11%0p = 7llsup = Iyl = x> = [IZllsup = [,

whence, due to part (b) of the preceding result, I is an isometry. Thus, its image is closed
in C(c(.A)). But we already argued that I'(A) is dense in C(0(A)) and hence, I' must be
surjective. This completes the proof. |
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§10 DISTRIBUTIONS

8§ The topology on Y

Let O C R" be an open set. We begin by topologizing C*(Q). Fix an exhaustion {K;} of
Q) by compact sets. That is,

e ()= U K;, and
i=1

e K; C K;’H foralli > 1.

Define the seminorms py : C*(Q)) — R given by

pn(¢) = sup {[0°¢p(x)|: x € Ky, |a] < N}.

That this is a separating family of seminorms is obvious, and since this is a countable
family, the induced locally convex vector topology on C*((}) is metrizable.
It is easy to see that the “evaluation functionals” on C*(Q)) equipped with this topology
are continuous, therefore,
Dy = ﬂ kerev,
xeO\K

is closed in C*(Q). It is easy to see that a (countable) local base at 0 is given by the sets

W= {f e o) i) < |

for N > 1. Further, in this topology C®(Q)) is a Fréchet space! and since Z is closed, it
to is a Fréchet space. It can also be showed that C®(Q)) has the Heine-Borel property and
hence, the same conclusion holds for .

8§ Distributions
Let () C R" be an open set. Define

2(0) = | %
KeQ

Introduce the seminorms || - |5 : Z(Q)) — R given by
[plln = max{|o"p(x)|: x € O, |a| < N},

for ¢ € 2(Q) and N > 0. The restrictions of these seminorms to Zx are still seminorms.
We claim that they induce the same topology as the canoical topology of Zx discussed
in the preceding (sub)section. First, there is a positive integer Ny such that K C Ky for
all N > Ny. For these N, ||¢||ln = pn(¢) if ¢ € Pk. Further, since ||¢||n < [|¢]|n+1, the

I might add in the details to this some day.
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topologies induced by either sequence of seminorms are unchanged if we let N start at Ny
instead of 1. Thus, the two topologies coincide and a local base is given by sets of the form

1
= {0 g ol < |-

In particular, Zk is still a Fréchet space having the Heine-Borel property.

DEFINITION 10.1. Let () C R" be a nonempty open set.

(a) For every compact K & (), let 7x denote the standard Fréchet space topology of Zk.

(b) Let B denote the collection of all convex balanced sets W C 2(Q)) such that Zx "W €

Tk for every K € Q).

(c) 7 is the collection of all unions of sets of the form ¢ + W, with ¢ € Z(Q)) and W € B.

THEOREM 10.2. (a) T is a topology on Z(Q), and B is a local base for 7.

(b)

Proof.

(b)

T makes 2(Q)) into a locally convex topological vector space.

(a) Let V4, V5 € 7. We shall show that for all ¢ € V; N Vy, there is some W €
such that ¢ + W C Vi N V,. Since each V; is open, there is some W; € B such that
¢ € ¢;+W; C. Let K @ Q) such that ¢, p1,¢> € Pk. Since each Zx N W; is open
in Pk, W; is convex and balanced, and ¢ — ¢; € Zx N W;. Since the Minkowski
functional on Zk corresponding to Zx N W; is continuous, there isa 0 < §; < 1 such
that ¢ — ¢; € (1 — 6;)W;. Hence,

p—pi+OoWiC(1—6)CW, = ¢+6W; C ¢+ W; CV,

whence ¢ + (61Wp) N (5,W,) € V3 NV, Since ;W N 6W, € B, the conclusion
follows.

Since B consists of convex sets, it suffices to show that T makes Z2(Q2) a topological
vector space. First, we must show that the space is T;. Let ¢1 # ¢ € 2(Q2), and set

W={¢c2(Q): llgllo < ll¢r = ¢2llo},

where || - ||o is precisely the sup-norm on Q). By definition, it is easy to see that W € B
and ¢1 ¢ ¢o + W, consequently, {¢;} is closed.

To see that addition is continuous, let (¢1, ¢2) — ¢1 + ¢ and V an open set containing
¢1 + ¢. Since B forms a local base for the topology, we can find some W € 8 such
that (¢1 +¢2) + W C V, and

<¢1+%W) + (¢2+%w) Cprtp)+WCV.

Thus, addition is continuous.
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Finally, we must show that scalar multiplication is continuous. Let #y € K and
$o € 2(Q)). Then,

ap — aopo = a(P — o) + (a — ao)Po-

Let V be an open set containing xo¢o, and choose a W € B such that ag¢p + W C V.
There is a 6 > 0 such that 6¢p € 3W. Next, choose ¢ > 0 such that 2c(|ap| + ) = 1.
For |a — ap| < dand ¢ — ¢pp € ¢cW, we have

1 1
ap — wopo € |a|cW + EW C c(|ag| + )W + EW CWw,

as desired. This completes the proof. |
THEOREM 10.3. (a) A convex balanced subset V of 2(Q) is open if and only if V € B.

(b) The topology tx of any Zx C Z(Q)) coincides with the subspace topology that Zx
inherits from 2(Q).

(c) If E is a bounded subset of Z(Q)), then E C %k for some K C () and there are real
numbers 0 < My < oo such that every ¢ € E satisfies the inequalities ||¢||n < My
for N > 0.

(d) 2(Q)) has the Heine-Borel property, that is, closed and bounded sets are compact.
(e) If {¢;} is a Cauchy sequence in Z(Q), then {¢;} C Pk for some compact K C (), and

] . — iy =0
(i,ﬁfﬂw”G” oilln

forall N > 0.

(f) If ¢; — 01in the topology of Z(Q2), then there is a compact set K C () which contains
the support of every ¢; and 0*¢; — 0 uniformly as i — oo, for every multi-index a.

(g) 2(Q)) is a Fréchet space.

Proof. Let V € Tand ¢ € Zx NV. Since  form a local base, there isa W € 8 such that
¢+ W C V. Hence,
P+ (ZxNW) C ZxNV.

Since Zx N W is open in Zk, we have that Zx NV € tx.

(a) Now, let V be a convex balanced subset of Z(Q)). If V is open, then due to our
observation above, V' € B. The converse direction is trivial since  C T.

(b) The above remark shows that the induced topology on %k is coarser than tx. Con-
versely, suppose E € tx. We have to show that E = Zx NV for some V|int. By
definition, for every ¢ € E, there is a positive integer N and § > 0 such that

Y e llp—¢lln<dy CE
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Set Wy = {¢ € 2(Q): [|¢|[n < I} € B, so that
@Kﬂ(¢+W¢) :(P—i-@KﬂW(P CE.

Since Wy € B for every ¢ € E, we see that V := |J (¢ + Wp) is an element of T and
¢EE
VN E = E, as desired.

(c) Suppose E does not lies in any Zk. Using an exhaustion of (), we can find a sequence
of functions ¢, € E and distinct points x;,;, € (2 with no limit point in Q) such that
¢m(xm) # 0. Let W be the set of all ¢ € Z(Q)) which satisfy

[P (xm)| < %I%(xm)l Vom > 1.

Note that 1
wis= () {oe g 1ot < loutnl ],

xmeWNDk

which is a finite intersection since only finitely many of the x,,’s can be contained
in K (as they do not admit a limit point in (3). Thus, W N Zk is open, owing to the
continuity of the “evaluation functionals” on Zk; hence W € B. Since ¢, € mW, no
multiple of W contains E, which shows that E is not bounded. Hence, every bounded
E lies in some Zk. Being a bounded subset of Zk, every seminorm on % is bounded
on E, whence the last assertion of (c) follows.

(d) This follows immediately from the above parts, since every bounded set is contained
in some Zx, whose subspace topology is same as the canonical topology, in which it
has the Heine-Borel property.

(e) Every Cauchy sequence is bounded and hence, is contained in some %k, which
has its canonical topology induced by the seminorms || - || 5, whence the conclusion
follows.

(f) This follows immediately from (e).

(g) Finally, we have shown that any Cauchy sequence in 2(Q) lies in Zx, which is
Fréchet, whence it must converge. This completes the proof. |

THEOREM 10.4. Let A be a linear map from 2(Q) to a locally convex space Y. Then the
following are equivalent:

(a) A is continuous.
(b) A isbounded.
(c) If ¢; = 0in 2(Q2), then A¢p; - 0in Y.

(d) The restriction of A to every Zx C 2(Q)) are continuous.
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Proof. (a) = (b) is well known. Next, if ¢; — 0in 2(Q2), then it is contained in some Zx
for a compact K € Q). Since the restriction of A to Zx is continuous and it is a metrizable
topological vector space, A¢; — 0in Y, thereby proving (b) = (¢).

Tosee (¢) = (d), it suffices to show that the restriction of A to each Zx is sequentially
continuous. If ¢; — 0 in Zx and since the topology of Z is the subspace topology, we
see that ¢; — 01in 2(Q)) and according to our assumption, A¢; — 0 in Y, which proves
sequential continuity.

Finally, let U be a convex balanced neighborhood of 0 in Y. It suffices to show that
V = AU is open. Note that V is a convex balanced subset of Z(Q)) containing 0. Due to
Theorem 10.3 (a), V is open in Z(Q) if and only if V N Pk is open in Pk for every compact
K @ Q). But this is precisely the content of (d), thereby completing the proof. u

DEFINITION 10.5. A linear functional on Z(Q)) continuous with respect to the topology T
is called a distribution.

THEOREM 10.6. If A is a linear functional on Z((Q}), the following are equivalent:
(@) A e 2'(Q).

(b) To every compact K & (), corresponds a nonnegative integer N and a constant C < oo
such that
(APl <Cliglln V¢ e k.

Proof. If A € 2'(Q)), then the restriction of A to every Z is continuous and so is bounded
on some neighborhood of the origin, containing an open neighborhood of the form

1

{9 € 7 I9lln < 1 h

whence (b) follows.
Conversely, suppose (b) holds. Then, as argued above, the restriction of A to every %k
is continuous, and due to the preceding theorem, A is continuous. u

EXAMPLE 10.7. There are some canonical examples of distributions. If f € L} (Q), then
the map As: 2(Q)) — R given by

A@) = [ f@gx)dx Vg e 2(Q).

If K = Supp ¢, then
(A (@] < [ fllr 1o,

and hence A f is a distribution of order 0.

EXAMPLE 10.8 (DIRAC DISTRIBUTION). The map A : Z2(Q)) — R defined by ¢ — ¢(0)
is a distribution of order 0, since

[A(@)] < ll¢llo-

This is known as the Dirac distribution.
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DEFINITION 10.9. Let A € 2'(Q) be a distribution and « a multi-index. Define 0*A €
7'(Q2) by
(0°A) (¢) = (~1)*A (%)
We show that this is indeed a distribution. Let K @ () be a compact set. Then there is
an integer N and C > 0 such that

AP <Cliglly Ve Dk

Then,
[(0*A)(P)| < Cllo°¢|[N < CllplInyey V¢ E Tk

as desired.
We further note that the formula

PN = 0"TPA = 9Po*A
holds for every distribution A € 2'(Q)). This is quite straightforward, since

(a“aﬁ/\> (¢) = (=1)*PA (3%¢) = (—1)1HIFIBIA <aa+ﬁ¢) = (8“+5A> (¢),
as desired.
DEFINITION 10.10. Let A € 2'(Q) be a distribution and f € C®(Q)). Define fA € 2'(Q)

(fA) (@) = A(fe) Ve Ik

We contend that this is indeed a distribution. For any multi-index «, we have

L B (DY
(f¢) = /s+;a5'7'( )(079).
B r=0

If K € ()is a compact set, then there is a positive integer N and a constant C > 0 such
that |A(f)| < C||¢||n for all ¢ € Zk. Define

C/:sup{|8/3f(x)|: xeK, |Bl < N}.

Then, for any x € K, and |a| < N, we have

0% (fP)(x)| < ) By ,C/| Tp(x)| < Z C’ Pl N
ﬁﬁW>0a ﬁﬁ+ﬁ>o“

As a ranges over all multi-indices of absolute value at most N, we can take supremum of
the left hand side to obtain

Ifolin < C"liglin,

where C” is a constant independent of ¢. Therefore,

(fA)(¢) = Alf¢) < Cllfolly < CC|9lln,

and hence, fA is a distribution.
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THEOREM 10.11 (COUNTABLE PARTITION OF UNITY). If I is a c ollection of open sets in
R"” whose union is (), then there exists a sequence {¢;} of elements in Z(Q)), with ¢; > 0,
such that

(a) each 1; is supported in some member of T,

(b) ) 9i(x) =1forevery x € Q,

(c) to every compact K & (), there is an integer m and an open set W O K such that

Pr(x)+ - -+ Pm(x) =1 VxeW.
Such a collection {¢;} is called a locally finite partition of unity in Q subordinate to the open
cover I'.

DEFINITION 10.12. Suppose A € 2/'(Q). If w C Q) is an open set and if A¢ = 0 for every
¢ € 2(Q)), we say that A vanishes in w. Let W be the union of all open w C ) in which A
vanishes. The set () \ W is the support of A.

THEOREM 10.13. If W is as above, then A vanishes in W.

Proof. Let T be the collection of all w as in the above definition. Let {¢;} be a locally finite
partition of unity in W, subordinate to I'. If ¢ € Z(W), then since ¢ has compact support
contained in W, all but finitely many ; vanish on the support of ¢, in particular, we can
write

¢ =) v¥if,
i
where the sum on the right is essentially finite. Thus, we can write
A(@) =Y AYig),
i
but the support of each ; is contained in some w on which A vanishes. Consequently, the
sum on the right is identically 0, as desired. u
THEOREM 10.14. Let A € 2'(Q)) and S, be the support of A.
(a) If the support of ¢ € Z(Q) is disjoint from S, then A¢ = 0.
(b) If Sy is empty, then A = 0.
(c) If p € C*(Q)) and i = 1 on some open set V containing Sy, then pA = A.

(d) If Sp is a compact subset of (), then A has finite order. In fact, there is a constant
C < oo and a nonnegative integer N such that |A¢| < Cl|¢||n for every ¢ € 2(Q)).
Further, A extends in a unique way to a continuous linear functional on C®(Q}).

Proof. (a) This is just a restatement of the preceding result.

(b) Again, this is an immediate consequence of either the preceding result or (a).
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(©)

(d)

Let € 2(Q). Consider the function ¢ — ¢¢. This vanishes on V, an open set
containing Sy, and hence, the support of ¢ — ¢¢ is disjoint from S, . Due to (a), we
must have

Alp—9¢) =0 = AP = A(pg) = (PA)(9),

as desired.

In light of Theorem 10.11 (d) with ' = {Q)}, there is a ¢y € 2(Q)) which is identically
1 on an open set V containing Sp. Due to (c), we have A = A. Let K denote the
support of 1. Then, there is a positive integer N and a constant C > 0 such that
|A¢| < C||¢||n for all ¢ € Pk. Consequently, for any ¢ € 2(Q)), we can write

A9 = [A(ge)] < Cllyglln < CClI9lIn,

where the last inequality has been argued earlier while showing that the differen-
tiation of a distribution gives a distribution. It follows that A is a distribution of
finite order and that the constant CC’ is independent of the choice of compact set
containing the support of ¢.

Finally, we must show that there is a unique extension of A to C*(Q)). For each
f e C®(Q), define
Af = N@f)-

This is obviously an extension of A defined on Z(Q)). We must show that this is
continuous. Indeed, recall that K is the support of ¢ and choose an exhaustion
Ko C Ky C --- of Q). Choose a positive integer M sufficiently large so that M > N
and K C K. Further, using an analogous argument as before, there is a constant C
such that pp(¥f) < Com(f). Indeed, for || < M and x € Ky, we have

() =| ¥ 5‘3‘—,;,aﬁw<x>avf<x> < Com(f).
yroai

It follows that A is a continuous linear functional on C*(Q)). It remains to show
that Z7(Q)) is dense in C®(Q)), whence it would follow that the extension is unique.
Indeed, for any f € C*(Q)) and positive integer 1, we can find ¢, € Z(Q) such that
Y, = 1 on K. Then, f — ¢, f = 0 on K, for all m < n. In particular, this means
that py (f — ¥nf) — 0as n — oo, consequently, ¥, f — fin C*(Q), as desired. This
completes the proof. |
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